Critical examination of heat capacity measurements made on a Quantum Design physical property measurement system
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Abstract

We examine the operation and performance of an automated heat-capacity measurement system manufactured by Quantum Design (QD). QD's physical properties measurement system (PPMS) employs a thermal-relaxation calorimeter that operates in the temperature range of 1.8–395 K. The accuracy of the PPMS specific-heat data is determined here by comparing data measured on copper and synthetic sapphire samples with standard literature values. The system exhibits an overall accuracy of better than 1% for temperatures between 100 and 300 K, while the accuracy diminishes at lower temperatures. These data confirm that the system operates within the ±5% accuracy specified by QD. Measurements on gold samples with masses of 4.5 and 88 mg indicate that accuracy of ±3% or better can be achieved below 4 K by using samples with heat capacities that are half or greater than the calorimeter addenda heat capacity. The ability of a PPMS calorimeter to accurately measure sharp features in \( C_p(T) \) near phase transitions is determined by measuring the specific heat in the vicinity of the first-order antiferromagnetic transition in Sm\(_2\)IrIn\(_8\) (\( T_a = 14 \) K) and the second-order hidden order (HO) transition in URu\(_2\)Si\(_2\) (\( T_N = 17 \) K). While the PPMS measures \( C_p(T) \) near the second-order transition accurately, it is unable to do so in the vicinity of the first-order transition. We show that the specific heat near a first-order transition can be determined from the PPMS-measured decay curves by using an alternate analytical approach. This correction is required because the latent heat liberated/absorbed at the transition results in temperature–decay curves that cannot be described by a single relaxation time constant. Lastly, we test the ability of the PPMS to measure the specific heat of Mg\(_{11}\)B\(_2\), a superconductor of current interest to many research groups, that has an unusually strong field-dependent specific heat in the mixed state. At the critical temperature the discontinuity in the specific heat is nearly 15% lower than measurements made on the same sample using a semi-adiabatic calorimeter at Lawrence Berkeley National Laboratory.
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1. Introduction

Since the pioneering work of Eucken [1] and Nernst [2] in the early 20th century, adiabatic calorimetry has provided the most accurate means of obtaining specific-heat data. The high accuracy arises from the simplicity of the measurement principle. The adiabatic measurement approach comes directly from the classical definition of heat capacity,

$$C_p = \lim_{dT \to 0} \left( \frac{dQ}{dT} \right)_p$$  \hspace{1cm} (1)

where $dQ$ is a heat input that causes a subsequent temperature rise $dT$ in the sample. However, the study of novel materials, many of which can be obtained only in small amounts, has benefited from small-sample calorimetric measurements. These types of measurements are usually made using the ac method developed by Handler and co-workers in 1967 [3] and Sullivan and Seidel in 1968 [4], or by a thermal-relaxation method developed by Bachmann et al. in 1972 [5]. Since 1972 a variety of calorimeters have been implemented by the condensed-matter research community based on the thermal-relaxation method [6–8]. A fully automated relaxation calorimeter is now available commercially, the physical property measurement system (PPMS) from Quantum Design (QD) [9]. The focus of this paper is to examine the operation of the PPMS calorimeter and to compare its performance to that of conventional relaxation calorimeters based on the Bachmann approach [5].

Our combined experience in making specific-heat measurements has taught us that there are many difficulties in analyzing the individual contributions from various degrees of freedom to the specific heat at low temperatures, and such measurements demand specialized instrumentation. Consequently, there is a great deal of effort that goes into controlling the details that are part of calorimetric measurements. These include thermometry, temperature-scale issues, and the creation and control of heat leaks. In a commercially available calorimeter we anticipated that a large number of these details might be hidden from the user. This fact has motivated us to do a systematic study of PPMS calorimeter performance. Therefore, we examine specific-heat measurements made with a QD PPMS calorimeter to determine the accuracy and precision that can be obtained with this instrument. We compare the results obtained on the PPMS with results obtained on a custom-built, small-sample relaxation calorimeter, and to results from the literature. Several materials with special properties were chosen for comparison with specific-heat measurements made by other techniques. Accuracy and precision limiting values are determined from specific-heat measurements on copper single crystals, polycrystalline gold, and synthetic sapphire samples. In addition, the limitations of the thermal-relaxation method in properly measuring sharp features in the specific heat are illustrated by measuring the specific heat in the vicinity of the first-order antiferromagnetic (AF) transition at $T_N = 14$ K in Sm$_2$IrIn$_8$ [10], and the second-order HO transition at $T_o = 17$ K in the heavy-fermion URu$_2$Si$_2$ [11]. We also observe the strongly field-dependent specific heat of MgB$_2$ by examining the discontinuity in the specific heat at the critical temperature, and by measuring the field dependence of the electronic specific heat $\gamma T$. We compare the results from the PPMS to measurements made on the same sample at Lawrence Berkeley National Laboratory (LBNL) [12].

2. Thermal relaxation calorimetry

Thermal-relaxation calorimetry provides a means of determining a sample’s specific heat by measuring the thermal response of a sample/calorimeter assembly to a change in heating conditions. The heat-flow diagram for a standard relaxation calorimeter [5] is depicted in Fig. 1. The experimental arrangement involves a sample of unknown heat capacity $C_s$ that is attached to a sample platform with a thermal grease (e.g., Apiezon™ N grease). The platform consists of a thin sapphire or silicon disc, which has high thermal conductivity. A thin-film heater is evaporated onto the bottom of the platform, and the platform temperature $T_p$ is determined from a bare temperature sensor attached to it. Wires thermally link the platform to a copper heat sink held at a constant temperature $T_0$. These wires serve two functions by creating a thermal link between the bath and platform with a thermal conductance $K_1$ and by providing a means of making electrical connections to the temperature sensor and heater. With a power $P$ applied to the platform via the thin-film heater, the coupled differential equations

Fig. 1. Heat-flow diagram for a conventional thermal-relaxation calorimeter.
\[
P = C_s \frac{dT_p}{dt} + K_2(T_p - T_s) + K_1(T_p - T_0) \tag{2}
\]
\[
0 = C_s \frac{dT_p}{dt} + K_2(T_s - T_p)
\]

describe the heat-balance condition for the system depicted in Fig. 1. In Eq. (2), \(K_2\) is the thermal conductance of the sample-platform thermal link, and \(C_s\) is the combined addenda heat capacity of the platform, temperature sensor, heater, and thermal-contact grease. When a power \(P\) is applied to the heater, the platform/sample assembly warms to a temperature \(T_0 + \Delta T\), where \(\Delta T = P/K_1\). When the thermal connection between the sample and platform is very strong (\(K_2 \gg K_1\)), \(T_s \approx T_p\), the heat-balance condition simplifies to
\[
P = (C_s + C_1) \frac{dT_p}{dt} + K_1(T_p - T_0) \tag{3}
\]

When the heat flowing to the platform is discontinued, the platform/sample assembly will cool to the bath temperature \(T_0\) following the simple expression
\[
T_p(t) = T_0 + \Delta T \exp(-t/\tau) \tag{4}
\]
with a time constant \(\tau = (C_s + C_a)/K_1\). As long as \(\Delta T\) is small enough (\(\Delta T/T < 1\)) so that the temperature-dependence of \(C_s\), \(C_a\), and \(K_1\) can be ignored, and Eq. (4) can be used to determine \(C_s\) from a measured \(\tau\). \(K_1\) is determined by measuring the temperature change \(\Delta T\) that results when power \(P\) is applied, while the addenda heat capacity \(C_a\) can be determined from a decay measurement with no sample attached to the platform. Thus, a decay cycle, consisting of the establishment of steady state at constant \(P\) and \(T_p > T_0\) followed by relaxation to \(T_0\), gives \(K_1\) and \(C_s\).

In practice it is often the case that the sample-platform thermal link is not sufficient to insure \(K_2 \gg K_1\). In this case \(T_s \neq T_p\), and the thermal decay of \(T_p\) involves the sum of two exponentials,
\[
T_p(t) = T_0 + A \exp(-t/\tau_1) + B \exp(-t/\tau_2) \tag{5}
\]

One of the time constants (defined as \(\tau_2\)) is usually much shorter than the other. This fast process (referred to as the \(\tau_2\) effect) corresponds to thermal relaxation between the sample and the platform and the surrounding Cu ring, while the more gradual process (\(\tau_1\)) arises from thermal relaxation between the platform/sample and the heat-sink temperature bath. Although the details are beyond the scope of this article, Schwall et al. [6] show that measured decay curves can be used to determine \(\tau_1\), \(\tau_2\), \(K_2\), and \(C_s\) given known values for \(C_a\) and \(K_1\). The process outlined above readily lends itself to computer control, which allows an extended series of decays cycles (10–100) to be averaged at each temperature to produce heat-capacity measurements that have a point-to-point scatter of less than 1%.

There are some important limitations to the approach outlined above. Because each decay cycle must extend for many time constants to ensure a steady-state initial condition and define the decay parameters, measurements can be quite time consuming if \(\tau_1\) is overly large. The Bachmann approach [5] would appear to be impractical for time constants of more than 100 s. In addition, that approach is predicated on the assumption that the sample specific heat does not vary over the temperature range encompassed by a decay cycle (i.e., \(C(T) \approx C(T_0 + \Delta T)\)). This will be true only when the relative change in the heat capacity over the temperature span \(\Delta T\) is small, or \((\Delta T/C)(dC/dT)_{\max} \ll 1\). Near a phase transition the relative change in the sample heat capacity with temperature, \((1/C_s)(dC_s/dT)_{\max}\), can be large, which renders this assumption invalid. The specific heat can still be determined in the vicinity of a phase transition by analyzing the thermal-relaxation data point-by-point rather than by obtaining a single \(C_s\) value for the entire temperature region spanned by the decay. If \(\tau_2\) effects can be ignored (\(K_2 \gg K_1\)) (Eq. (3)) in the case where \(P = 0\) and in the limit where \(C_s \gg C_a\), can be rearranged to obtain
\[
C_s(T) = -K_1 \left(\frac{T - T_0}{dT/dt}\right) \tag{6}
\]

\(C_s(T)\) can be determined near a phase transition by applying Eq. (6) to a relaxation curve regardless of how large \((1/C_s)dC_s/dT\) might be. In practice, it is useful to plot the time-dependent relaxation data \(T(t)\) as \(\ln[(T - T_0)/\Delta T] \) versus \(t\). If we define the temperature-dependent slope of this plot as \(\Gamma(T)\), the temperature-dependent specific heat can be calculated via Eq. (7). This approach is employed in Section 4 to analyze data near a first-order magnetic transition. We note that a similar analysis of cooling curves near first-order phase transitions has been published by Ema and co-workers for an ac/relaxation mode calorimeter [13].

\[
C_s(T) = -K_1/\Gamma(T) \tag{7}
\]

QD’s approach to measuring specific heat is similar to that described above. The PPMS calorimeter platform consists of a thin alumina square with dimensions 3 mm \(\times\) 3 mm. The platform is backed by a thin-film heater and a bare Cernox sensor™ (Lakeshore Cryotronics), while thin wires provide thermal and electrical links to the platform. The PPMS software utilizes a specified curve-fitting method [14] to determine \(C_s(T)\).

In this approach a single heat pulse of width \(\Delta t \approx \tau_1\) is applied at \(t = 0\), and the platform temperature is recorded for \(0 < t < 2\tau_1\). With known values for \(K_1\), \(P\), and \(C_a\), the experimental unknowns \(C_s\) and \(K_2\) are determined analytically from the \(T(t)\) data by numerically integrating the combined differential equations that characterize the system Eq. (2). The time constants \(\tau_1\) and \(\tau_2\) are calculated from \(C_s\), \(C_a\), \(K_1\), and \(K_2\) [14]. Because this calorimetric method involves taking data for
only two time constants, it can be much quicker than measurements based on the Bachmann approach, a feature that becomes significant when \( \tau_1 \) is much greater than one second. As with the Bachmann approach, QD’s curve-fitting technique is improved by carrying out a number of decay sweeps at each temperature and averaging the results to reduce scatter in the \( C_s(T) \) data.

3. Experiment

3.1. Samples

Materials that can be obtained readily in high purity and known pedigree make a suitable choice for low-temperature, specific-heat measurement standards. We elected to use a copper single crystal and NIST gold as metallic calorimetric standards. Similarly, we used a synthetic sapphire single crystal (mass of 7.7 mg) for a non-metallic standard, which was obtained from NIST (NIST 720). The 26.3 mg copper single crystal is 99.99999% pure, and was vacuum-annealed prior to measurement. The NIST polycrystalline gold samples (SRM 685) had chemical purities of 99.999% (metals basis) with 0.0001 at% Fe. Single crystals of Sm\(_2\)IrIn\(_8\) were chosen as a first-order transition standard both because this material has been measured previously on our custom-built relaxation calorimeter [10], and because of its sharp first-order transition at \( T_N = 14.1 \) K. Crystals were prepared by a flux method described elsewhere [10]. Similarly, the heavy-fermion URu\(_2\)Si\(_2\) was chosen as a continuous (second-order) phase transition standard because it has nearly the same transition temperature \( T_c = 17.5 \) K [11]. Crystals of URu\(_2\)Si\(_2\) were grown in a tri-arc furnace by the Czochralski method and annealed for eight days at 950 °C. Mg\(_{11}\)B\(_2\) was used as an example of a superconductor that also has an unusually strong field-dependent specific heat in the mixed state. The powder sample of Mg\(_{11}\)B\(_2\) was prepared at Argonne National Laboratory by reacting high-purity \(^{11}\)B powder and Mg metal in a capped BN crucible at 850 °C under an argon atmosphere for 1.5 h [15].

3.2. Measurements

Specific-heat measurements were made with a PPMS using the relaxation method. In all measurements, except for the Mg\(_{11}\)B\(_2\), Apiezon N grease was placed on the sample platform and weighed. \( C_s \), including the contribution of the grease, was measured over the desired temperature range before the sample was loaded onto the platform. \( C_s \) was subtracted from the total measured heat capacity to obtain the specific heat of the sample. For Mg\(_{11}\)B\(_2\), the empty platform was measured at each field. In order to obtain a thermal link with the powder, Apiezon N grease was heated and mixed with the powdered Mg\(_{11}\)B\(_2\) on a microscope slide, and then transferred to the sample platform. The weights of the residual mixture of Mg\(_{11}\)B\(_2\) powder and N grease not put on the platform were obtained using three hot toluene extractions. Because the grease is soluble in hot toluene and Mg\(_{11}\)B\(_2\) powder is not, it could be filtered and weighed. The toluene was then evaporated leaving the residual grease for weighing. The heat capacity of the platform and the grease were subtracted from the total heat capacity. The Mg\(_{11}\)B\(_2\) was magnetic field-cooled from 85 K between each set of measurements.

For the metal samples, care was taken to shape high-quality crystals to either a flat disk or a square geometry in order to obtain good thermal contact with the sample platform (i.e., \( K_2 \gg K_1 \)). For the copper measurements, three replicate thermal-relaxation cycles were made at each temperature in order to evaluate the PPMS data reproducibility. Measurements for the phase-transition standards URa\(_3\)Si\(_3\) and Sm\(_3\)IrIn\(_8\) were made over a limited temperature range with thermal-relaxation decay \( \Delta T \)'s of approximately 0.13 K.

3.3. Thermometry

The PPMS utilizes two Lakeshore Cernox [16] temperature sensors for sample and control thermometry. Both the control and sample thermometers are used to cover the entire temperature range of the PPMS heat-capacity option (\( T \approx 1.8 \) to \( \approx 395 \) K). The system control thermometer is located below the sample platform, inside the sample space. The temperature scale is based on the ITS-90 scale as replicated by Lakeshore. In general, this temperature scale gives reasonable results over a wide temperature range. However, at low temperatures we found a significant deviation from previous work originating from a thermometer-current dependence inherent in the Lakeshore scale [16]. Experience with a Cernox thermometer at LBNL has shown that rapid cooling produces irreproducible and erroneously high temperatures. For example, after rapid cooling from 50 to 8 K the thermometer read 8 mK too high, and the error decayed non-exponentially in time, more rapidly at first, but logarithmically after a few hours, reaching 4 mK after 10 h [17]. For specific-heat measurements taken in short time intervals, the error tends to cancel in \( \Delta T \) and \( C \), but care was taken to cool the thermometer slowly before making measurements to keep errors to less than a few tenths of a percent. The Cernox thermometers have a relatively weak dependence on magnetic field at temperatures of the order of 10 K and higher, but that advantage disappears at lower temperatures where the field dependence is strong [16] and not easily represented analytically.
4. Results and discussion

4.1. Calorimeter performance

Specific-heat measurements have seen many advances in the decades since the work of Eucken [1] and Nernst [2], principally in the use of high-performance measurement electronics, micro-device fabrication technology, and computer automation. However, the temperature scale continues to be the essential factor that determines accuracy and smoothness in specific-heat data. This fact arises because the fractional deviation in the specific heat caused by an error in the temperature scale is defined by the temperature derivative of this fractional error. Specifically, if \( T_a \) represents the actual temperature and \( T_m \) represents the measured temperature determined without taking into account error in the temperature scale, the fractional error in the measured specific heat \( \Delta C/C \) is

\[
\frac{\Delta C}{C} = -\left( \delta - \frac{d\delta}{dT} T \right)
\]

(8)

where \( \delta \equiv (T_m - T_a)/T \) is the fractional deviation in the temperature scale. While there might only be small deviations in the \( \delta \) term, there can be a substantial contribution to \( \Delta C/C \) from the \( d\delta/dT \) term. This is particularly true below 1 K where the error in \( C \) stemming from temperature-scale error can be as high as 5%, depending on the slope \( \delta \) versus \( T \) curve. Estimates of this error for the temperatures in the range of 4–30 K are 0.5–1%. However, above 40 K this error is quite small (less than 0.5%).

In order to compare our PPMS specific-heat results to accepted literature values, it is necessary to establish a suitable reference function that is based on the most accurate and smooth data available. The accuracy of PPMS specific-heat data is best determined by comparing values measured on a high-purity copper sample with literature values obtained using a variety of temperature scales. The basis for making comparisons is as follows: Below 30 K, the PPMS copper results were compared to the zero-magnetic field, low-temperature data of Holste et al. [18], Martin [19], and Phillips et al. [20], while above 30 K the data were compared to the high-temperature data of Martin [21]. A smooth copper reference specific-heat function containing these zero-field results, was made by averaging the data of Holste, Martin, and Phillips, and fitting the data to the expression

\[
C_{\text{ref}} = \gamma T + \sum_{n=1}^{8} B_{2n+1} T^{2n+1}
\]

(9)

from 1.8 to 30 K. Each of the low-temperature measurements used in the copper reference file was made on a temperature scale that was carefully established in the individual laboratories with an uncertainty of ±0.2%.

The scatter among these three data sets is no greater than ±0.25% from 0.4 to 30 K.

A deviation plot of the low-temperature, specific-heat data for the 26.3 mg sample of vacuum-annealed, single-crystal copper obtained on the PPMS is shown in Fig. 2a. The \( y = 0 \) line represents the smooth copper reference function. Above 4 K, the PPMS data is generally higher than the reference data by 1.5%; below 4 K the uncertainty increases to nearly 4%. It is instructive to compare the low-temperature data by looking at the effect on the low-temperature limiting Debye temperature \( \theta_D \) and the electronic contribution, or Sommerfeld coefficient, \( \gamma \). The Debye temperature is obtained from the slope of a plot of \( C/T \) versus \( T^2 \) while the \( y \)-intercept determines \( \gamma \). The low-temperature PPMS Cu specific-heat data between 2 and 9.19 K are represented by a linear term \( \gamma = 0.712 \) mJ/molK\(^2\), and a \( T^3 \) term \( \beta = 0.0461 \) mJ/molK\(^4\) (corresponding to \( \theta_D = 348 \) K). This \( \gamma \) and the Debye temperature differ from those of...
Phillips et al. [20] by 2.4% and 12.4%, respectively. Above 30 K (Fig. 2b) our results fall within 0.75% of the scatter obtained from Martin’s measurements with an RMS deviation of 0.95%. As discussed above, a substantial fraction of the deviation below 30 K may be a consequence of temperature-scale and addenda errors. There is noticeable scatter in the Cu deviation plots shown in Fig. 2; this scatter is most apparent below 50 K. The scatter occurs because the PPMS calorimeter has a reduction in point-to-point reproducibility below 50 K. The PPMS reproducibility was experimentally determined by making three measurements at a given temperature and examining the scatter between those data points. Above 50 K the difference between two measurements at a given temperature differ by no more than 0.25%. The point-to-point difference below 20 K can be as large as 1%, with values of 0.5% common. Shown in Fig. 3 is the specific heat of copper measured in the normal manner after slow cooling. After the measurements were made in the normal way, the sample was warmed to room temperature, and then rapidly cooled at a rate of 20 K min\(^{-1}\) to 20 K. Three specific-heat points were measured on cooling from 20 to 10 K. This temperature-cycling process was repeated three times in order to obtain data from 40 to 30 K. Note that the first point measured in each series is circled. There appears to be a small but noticeable effect in the precision of the first data point in each series.

We examined the error in PPMS specific-heat data as a function of sample mass by measuring gold samples of different masses. Such a comparison provides the lower-limiting, low-mass restrictions for measurements based on sample molar volume and density. Two gold samples from the same batch weighing 4.45 and 87.69 mg were measured. The results as obtained on the PPMS are summarized in Table 1 where they are compared to the literature reference data [22]. The data in Table 1 indicate that the specific-heat values have an uncertainty of less than 3%, even when the sample is smaller than that of the addenda.

The influence on the accuracy of the measured specific-heat data is illustrated by considering PPMS \(C_p(T)\) data obtained on a 7.7 mg synthetic sapphire single crystal. Our results are compared to a reference function obtained from the measurements of [23] as shown in Fig. 4 along with the ratio \(C_{\text{sample}}/C_{\text{addenda}}\). Between 100 and 300 K the data lie within 5% of the reference data. Below 100 K, the deviation becomes large, reaching 40% below 10 K. There are reasons for the monotonic rise in the deviation: (1) there is no electron specific-heat contribution to the total specific heat; (2) sapphire has a high Debye temperature and the phonon contribution to the total specific heat is small below 60 K; (3) the low density of sapphire (4 g cm\(^{-3}\)) limits the number of

Table 1

<table>
<thead>
<tr>
<th>T (K)</th>
<th>(C_{\text{sample}}/C_{\text{addenda}})</th>
<th>(C_{\text{addenda}}) (µJ/K)</th>
<th>(C_{\text{sample}}) (µJ/K)</th>
<th>Error [%] ((C_{\text{sample}} - C_{\text{ref}})/C_{\text{ref}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.45 mg</td>
<td>0.412</td>
<td>0.245</td>
<td>0.101</td>
<td>-0.4</td>
</tr>
<tr>
<td>1.932</td>
<td>0.512</td>
<td>0.330</td>
<td>0.169</td>
<td>-0.6</td>
</tr>
<tr>
<td>2.380</td>
<td>0.615</td>
<td>0.377</td>
<td>0.232</td>
<td>3.6</td>
</tr>
<tr>
<td>3.633</td>
<td>0.688</td>
<td>0.768</td>
<td>0.529</td>
<td>1.5</td>
</tr>
<tr>
<td>87.69 mg</td>
<td>7.88</td>
<td>0.246</td>
<td>1.94</td>
<td>2.8</td>
</tr>
<tr>
<td>1.890</td>
<td>8.22</td>
<td>0.281</td>
<td>2.31</td>
<td>1.9</td>
</tr>
<tr>
<td>2.041</td>
<td>9.02</td>
<td>0.490</td>
<td>4.42</td>
<td>2.7</td>
</tr>
<tr>
<td>3.208</td>
<td>9.02</td>
<td>0.830</td>
<td>7.49</td>
<td>1.8</td>
</tr>
</tbody>
</table>

\(C_{\text{sample}}\) is the sample heat capacity measured with the PPMS, \(C_{\text{ref}}\) corresponds to the expected sample heat capacity at the indicated temperature, \(C_{\text{sample}}/C_{\text{addenda}}\) lists the measured ratio of the sample and addenda heat capacities, and the measurement error is determined relative to the \(C_{\text{ref}}\) data [21].

Fig. 3. The specific heat of copper measured after cooling slowly and after rapid cooling from room temperature at 20 K min\(^{-1}\). After the measurements were made in the normal way the sample was cycled to room temperature. Following the rapid cooling from room temperature, three specific-heat points were measured on cooling from 20 to 10 K, 30 to 20 K, and 40 to 30 K. The first point measured in each series is circled.
atoms that can be placed on the QD 9 mm² sample platform, and the sample-to-addenda heat-capacity ratio drops steadily with decreasing temperature; and, (4) there are large error bars on the reference data set on the NIST sapphire below 60 K [23], and sample-to-sample variations, including differences in concentrations of O vacancies are common. While \( \frac{C_{\text{sample}}}{C_{\text{addenda}}} \) is reasonable (0.7 or greater) above 100 K, the addenda accounts for a majority of the heat capacity below 50 K. The data in Fig. 4 are meant to provide a stringent test of accuracy, and can be typical of what will happen if a PPMS is used with an insulating sample that is too small. In order to insure accurate heat-capacity data, samples for the PPMS should be large enough so that \( \frac{C_{\text{sample}}}{C_{\text{addenda}}} > 0.5 \) for a metal and greater than 1.5 for an insulator over the temperature region of interest. This is also true for most thermal-relaxation calorimeters. The wide temperature range accessible with the PPMS, coupled with the many orders of magnitude that \( C_s \) and \( C_x \) can change in going from 1.8 to 400 K, means that considerable attention should be made to sample mass selection. In general, the PPMS calorimeter is designed to measure samples between 10 and 100 mg. While low-T measurements may work well with 10 mg samples, measurements to 300 K and beyond generally require samples closer to 100 mg. In practice a given compound’s lower-limiting measurable sample mass is dictated by the compound’s electronic specific heat, Debye temperature, and molar volume.

Up to this point we have reported on materials in which there are no phase transitions, and therefore the specific heat does not vary over the thermal-relaxation temperature decay interval \( \Delta T \). For a phase transition one might think that this assumption would not hold since the steepness in the specific heat is relatively low; and second, we consider a sharp first-order transition.

4.2. Second-order (continuous) phase transition

For a second-order phase transition we compare the specific heat of the HO transition of the heavy-fermion \( URu_2Si_2 \) measured on a PPMS to the measurements of Jaime et al. [24] on a custom-built relaxation calorimeter. The results are shown in Fig. 5. It is evident that similar results are obtained on both calorimeters, and that the total height of the transition is comparable for both measurements. The steepness of the specific heat is a maximum at the transition temperature, \( \frac{dC}{dT}_{\text{max}} = 2.0 \) \( \text{K}^{-1} \), and no latent heat is involved. Therefore, the PPMS fit of the whole thermal-relaxation temperature response in the vicinity of the transition provides satisfactory \( C_p(T) \) data. In our experience the best resolution for the PPMS below 25 K is obtained for approximately seven data points per K (\( \Delta T = 0.15 \) K). The fact that the transition is relatively broad in temperature allows the PPMS to obtain data through the transition that is in favorable agreement with that obtained on another calorimeter.

4.3. Superconducting transition

We tested the ability of the PPMS to measure \( Mg_{11}B_2 \), a high-temperature superconductor of current
interest, that has an unusually strong field-dependent specific heat in the mixed state. Fig. 6 compares the discontinuity in the specific heat taken with the PPMS to measurements made on the same sample using a semi-adiabatic calorimeter at LBNL. At the critical temperature, the specific-heat discontinuity is approximately 10% lower than the LBNL measurements. The width of the transition and the critical temperature agree, but the signature feature of the small, non-BCS energy gap at \( T = 8 \text{ K} \) is not as pronounced in the PPMS data. The strong dependence of the electronics specific-heat \( c \) on the magnetic field is shown in Fig. 7. Below 2 T there is favorable agreement between the PPMS data and the LBNL data. From 2 to 9 T, the precision of \( c \) is high, while the accuracy is systematically low compared to the LBNL data. We speculate that this discrepancy might be caused by a combination of measuring a powdered sample and no data below 1.8 K to use in an extrapolation of \( C/T \) versus \( T^2 \).

4.4. First-order (discontinuous) transition

For the reasons mentioned above, we tested the PPMS on a sharp, first-order antiferromagnetic transition, at approximately the same temperature as the transition in \( \text{URu}_2\text{Si}_2 \), in a single crystal of \( \text{Sm}_2\text{IrIn}_8 \). We have previously measured the same crystal using a custom-built relaxation calorimeter [10] using Bachtellmann’s original measurement approach. The results for both calorimeters are shown in Fig. 8. The data from the custom-built relaxation calorimeter shows a sharp transition near 14.2 K. In contrast, the PPMS data have an anomaly that, while centered at the same temperature, has a shape that appears to be unphysical. When compared to the data obtained from the custom-built calorimeter, we notice two features: Roughly 50% of the transition’s height is cut off by the PPMS; and, the PPMS data are low at the base of the transition. As shown in Fig. 9a, an examination of the relaxation data for decays centered near 14.2 K explains the reasons for this peculiar behavior. The system exhibits a first-order transition just below 14.2 K, and, as such, the decay curve is not a simple exponential, but instead has a nearly \( dT/dt = 0 \) feature in the curve. The erroneous PPMS data stems from the fact that the curve-fitting software cannot properly fit the decay data in Fig. 9a due to the large heat capacity temperature dependence near \( T_c \). At the transition temperature, the steepness in the specific-heat curve reaches a maximum, \( \frac{1}{T} \frac{dC}{dT} \) max = 36.0 K^{-1}. We see a change in slope at 14.2 K over a time of approximately 5 s caused by the latent-heat contribution shown in Fig. 9a.

While a time-constant fitting approach cannot adequately determine the specific heat near a first-order transition, the relaxation data can still be used to determine \( C_p(T) \) around \( T_c \). This is done by ignoring the automatic PPMS algorithm calculation, and instead applying Eq. (6) to the decay curve when the system
passes through the transition. The temperature-dependent slope determined from a plot of $\ln[(T - T_0)/\Delta T]$ versus time (Fig. 9b), combined with the thermal conductance $K_1$ can be used to calculate $C_v$. The temperature-dependent specific heat determined in this manner is shown in Fig. 10. The data calculated with the conventional PPMS fitting procedure are also shown in the figure. The first-order transition at $T_c = 14.18$ K produces a specific heat of nearly 500 J/mol K at the transition. It is interesting to note that the data obtained via Bachmann’s time-constant approach actually agree with the more detailed data, albeit having missed the height of the transition. In contrast, the data obtained with the PPMS curve-fitting approach (solid symbols in Fig. 10) not only miss the transition, but also drastically underestimate the specific heat at the temperatures where points were measured. The additional analysis outlined above can be applied to the PPMS relaxation data using a standard data-analysis program. The addition of this approach to the Quantum Design software would go a long way towards improving the PPMS’s ability to determine $C_p(T)$ at a first-order transition.

We have shown that the PPMS does an excellent job on metallic conductors to an uncertainty of $\pm 2\%$ over most of the temperature range $T \approx 5$ to $\approx 300$ K when compared to the best copper measurements, each made on their own temperature scales. Below 5 K the uncertainty increases to $\pm 5\%$ since there are significant deviations in the data, which translate into significant errors in the Debye term. Presumably the scatter, and the error below 5 K, are caused by errors in the temperature scale and the addenda. The results for sapphire illustrate the importance of the sample to addenda ratio when there is no contribution of the electron specific heat at low temperatures.

Results obtained on a second-order phase transition in URu$_2$Si$_2$ are in favorable agreement with other data obtained on the same sample using QD’s curve-fitting algorithm. At the transition temperature, 14.1 K, the steepness of the specific-heat curve is 2.0 K$^{-1}$. As a comparison to copper, the steepness of the specific heat evaluated at 14.1 is 0.5 K$^{-1}$. Results obtained on single crystals of Sm$_2$IrIn$_8$ indicate that the limitations to measuring sharp, first-order phase transitions arise from a latent-heat contribution that produces a highly nonlinear log $T$ versus time profile in the relaxation curve. As such, it is not possible to obtain the correct specific heat by fitting the whole temperature response of a heat pulse and the subsequent relaxation. Here the steepness of the specific heat evaluated at the transition temperature is 36.0 K$^{-1}$. The problem lies not with the calorimetric data, but with the curve-fitting approach used by the PPMS. In its present form, the PPMS system cannot measure the specific heat near a first-order transition; however, an enhancement to the PPMS software would allow the instrument to do so correctly.

Results obtained on Mg$_{11}$B$_2$ at the critical temperature indicate that the discontinuity is approximately 10% lower than values measured on the same sample at LBNL. For the LBNL measurements several grams of Mg$_{11}$B$_2$ was required, whereas only 20 mg was used for the PPMS measurements. The dependence of the electron specific heat on magnetic field is pronounced in Mg$_{11}$B$_2$. Below 2 T, there is favorable agreement between the PPMS and the LBNL measurements. While
the PPMS data above 2 T has good precision, the accuracy falls off to nearly 10%. Although the magneto-resistance of the thermometers are accounted for in the QD magnetic field thermometer calibration routine, we speculate that errors involved with measuring a powdered sample combined with no data below 1.8 K are responsible for the discrepancy.
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